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Foreword 
Stephen Schiffer 
New York University 

THE PAPERS IN this volume are article versions of selected talks given at the 
third annual Inland Northwest Philosophy Conference, on Truth and Meaning, 
held in Moscow, Idaho, and Pullman, Washington, March 24-26, 2000. This 
was the first year the conference was funded to bring in participants from all 
over the United States, and if, as I expect, future colloquia in the series meet the 
same high standards, the annual INPC will occupy an important place in 
American philosophical life. As a high-quality annual colloquium, it will quickly 
gain the prestige and attention now held by only two other such philosophy col­
loquia in the United States, the one at Chapel Hill and the one at Oberlin. 

I was honored by the invitation to be the keynote speaker at the collo­
quium, but I had little idea of what to expect from a philosophy of language 
colloquium in Moscow, Idaho. Happily for me, it turned out to be one of the 
best-run and most stimulating philosophy conferences I have ever attended in 
any area of philosophy. The editors of this volume, Joseph Keim Campbell, 
Michael O'Rourke, and David Shier, who must be thanked for conceiving the 
series and actually getting it to happen, organized and ran the conference with 
near-awesome skill. The Universities of Idaho and Washington State are to be 
commended for their generous and wholehearted support, thereby making this 
new philosophical institution possible, one that will bring to those universities 
each year a level and excitement of philosophical activity enjoyed at very few 
other universities. 

The collection of papers published in this volume, aptly subsumed under 
the wide-ranging rubric Meaning and Truth, covers most, if not all, of the top­
ics in the philosophy oflanguage that are currently of most concern. The papers 
by Lenny Clapp, Robert Cummins, Marian David, Kirk Ludwig. Michael 
McKinsey, Jonathan Sutton, and myself deal with foundational questions about 
the nature of meaning, of meaning theories for particular languages, and the 
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CHAPTER 13 

What Unarticulated Constituents 
Could Not Be 
Lenny Clapp 
Illinois Wesleyan University 

INTRODUCTION 

IN THIS CHAPTER I clarifY and take a side on an issue that currently divides the­
orists working in semantics and the philosophy of language. On one side of the is­
sue are theorists who defend the traditional theoretical frameworks ofDavidson's or 
Montague's semantic programs l and on the other side are those who fuvor rejecting 
dlese traditional frameworks in fuvor of some fOrm of dynamic semantics, or truth 
conditional pragmatics.2 My allegiance lies with the latter camp. I think there are 
many semantic phenomena that cannot be adequately explained within the more 
limited constraints of Davidson's and/or Montague's semantic programs. More pre­
cisely, I think these semantic programs cannot adequately account fOr the truth con­
ditions of all assertions. Moreover, the demise of these more traditional semantic 
frameworks has significant consequences for issues of much interest to philoso­
phers--issues concerning the nature of intentional states, meaning, and communi­
cation. But, for reasons that will be made clear in what fOllows, there is no way to 

demonstrate directry that there are assertions whose truth conditions cannot be ac­
counted for by some semantic theory that fulls within the traditional semantic frame­
work; i.e., I cannot provide a counterexample. So here I take a somewhat indirect 
approach: I argue that the situation of the traditional semantic theories is analogous 
to the situation of logicisml reductionism and the problem of multiple reductions in 
the philosophy of mathematics. That is, I argue that ifwe agree with Benacerraf 
(1965) that numbers cannot be sets ofvarious sorts--because there are too many sorts 
ofsets that would do the trick and no principled means of choosing between them­
then we should concede that there are semantic phenomena that cannot be ade­
quately explained within the constraints of the traditional semantic framework. 
Moreover, though I will not support this claim here, one ought to accept Benacer­
rars argument, and thus the traditional semantic framework should be rejected. 
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TRUTH CONDITIONAL COMPOSITIONALITY AND 

TRADITIONAL SEMANTIC THEORIES 

What is at issue in the disagreement between the traditional semanticists and the 
truth conditional pragmaticists? The essence of the disagreement concerns the 
following general principle, 

Truth Conditional Compositionality. The truth conditions of an utterance 
are a function of (i) the logical form of the utterance (i.e., the structure 
of the LF of the utterance), 'and (ii) the meanings of the words in the 
utterance (Le., the semantic values of the terminal nodes of the LF of the 
utterance). 

Traditional semantic theories presuppose Truth Conditional Compositionality. 
Indeed, Truth Conditional Compositionality is the central motivating idea of 
traditional semantic theories-the principle is a slightly more precise rendering 
of the slogan, often attributed to Frege, that "the meaning of a sentence must 
be a function of the meaning of the words in the sentence." 

Consider the sentence 

(I) John kisses Mary. 

How would a traditional semantic theory explain the meaning, or truth con­
ditions, of an utterance of (I) in keeping with Truth Conditional Com­
positionality? A traditional semantic theory specifies a function that takes as in­
puts the LF of an utterance, and the semantic values of the words in the 
utterance, and has as its output the truth conditions of the utterance. Following 
most contemporary theorists working within the traditional semantic frame­
work, I here assume the "Revised Extended Standard Theory" of syntax, and 
thus I assume that the entities interpreted by a semantic theory are phrase struc­
ture markers at the level of LF, or simply "LFs". (The syntactic details do not 
matter for my purposes; all that matters is the assumption that some sort ofsyn­
tactic representations of sentences play the role of LFs as specified by Truth 
Conditional Compositionality.) Suppose then that the LF of (I) is something 
like this: 

S 
I 

N VP 
I \I 

John V N 
I I 

kisses Mary 
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The following is a very simple, and partial, traditional semantic theory that can 
account for the truth conditions of an utterance of (I) in keeping with Truth 

Conditional Compositionality:3 

Lexical Rules 

1. SV(fohn) = John 
2. SV(Mary) = Mary. 
3. 	 SV(kisses) = f: 0 => l,r- g is a function from 0 to ltrue, false}} 


For all x, yEO, fly) (x) true iff x kisses y. 


Combinatorial Rules 

VP 
I. 	If ex has the form I \, then SV(ex) = ~('Y). 


~ 'Y 

S 

2. 	If ex has the form I \, then SV(a) = 'Y (~). 


~ 'Y 

ex 

3. 	 If ex has the form, I then SV(a) = SV(~). 


~ 


This fragment of a simple traditional semantic theory determines the truth con­
ditions of an utterance of (I), in keeping with Truth Conditional Compositio­
nality in the following way. First, the lexical rules are applied to determine the 
semantic values of the lowermost nodes in the LF for (I): 'John' is assigned the 
semantic value John, 'Mary' is assigned the semantic value Mary, and 'kisses' is 
a assigned a particular function from individuals to functions, these latter func­
tions being functions from individuals to truth values. 

Once these semantic values are assigned to the lowermost nodes, the com­
binatorial rules, which are directed by the structure of the LF, can be applied to 
determine the semantic values of the non terminal nodes. That is, we can think 
of the combinatorial rules applying to an LF structure where the words (or mor­
phological information) are replaced by the corresponding semantic values: 

S 
I \ 

N VP 

I I \ 
John V N 

I I 
fl) Mary 
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The Combinatorial Rules are now applied to determine the semantic values of 
the non terminal nodes. Where there is no "branching," Combinatorial Rule 3 
is applied. Thus the semantic values of the intermediate N and V nodes are as­
signed as follows: 

S 
I \ 

John VP 
I / \ 

John j() Mary 

I I 
j() Mary 

Combinatorial Rule I is now applied to determine the semantic value of the VP 
node. Hence the function j( ) from individuals to functions that is the seman­
tic value of 'kisses' is applied to the argument Mary. The value of this function 
applied to this argument is another function, a function g( ) from individuals to 
truth values which is such that g(x) true iff x kisses Mary. In this way the non­
terminal node VP is assigned a semantic value in such a way that the semantic 
value assigned to it, viz., g(x), is a function of the semantic values assigned to 
the nodes which VP immediately dominates. 

S 

/ \ 


John g() 

I I \ 

John j{) Mary , 
j() Mary 

Finally Combinatorial Rule 2 is applied to determine the semantic value of the 
top S node, or rather to determine the conditions under which this node is as­
signed true as its semantic value. More specifically, the semantic value of VP. 
function g( ) from individuals to truth values, is applied to John, the semantic 
value of 'John'. Hence the top S node is appropriately determined to be true iff 
John kisses Mary. 

This simple example illustrates how traditional semantic theories respect 
Truth Conditional Compositionality. The semantic theory determines the truth 
conditions of an utterance, or more specifically the LF of an utterance, by first 
assigning semantic values to the terminal nodes in the LF via the Lexical Rules. 
The truth conditions of the nonterminal nodes, including the top S node (or IP 
node, or whatever) are then determined by the semantic values of the terminal 
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nodes and the structure of the LF via the combinatorial rules. In this way a tra­
ditional semantic theory, which is composed of such lexical and combinatorial 
rules, illustrates how the truth conditions of an utterance are a function of (i) 
the semantic values of the terminal nodes of the utterance's LF, and (ii) the struc­
ture of the utterance's LF. 

It should be noted that utterances of context-sensitive sentences such as 

(2) I am upset 

do not constitute even prima facie counterexamples to Truth Conditional 
Compositionality. The truth conditions of utterances of (2) of course vary de­
pending upon relevant aspects of the contexts of utterance: ]f Monica utters the 
sentence on Tuesday, November 23, 1998, at 6:30 P.M., her utterance is true if and 
only if she is upset at that time. And if Bill utters the sentence on Wednesday 
November 24, 1998, at 7:00 A.M., then his utterance is true if and only if he is up­
set at this other time. The truth conditions of sentences such as (2) can be ade­
quately explained by traditional semantic theories which deviate only slightly 
from the sort of theory sketched above. This is because though (2) is context sen­
sitive, its context sensitivity can be traced to the presence of two phonetically re­
alizedindexical words and morphological features, viz., '1', and the tensed form 
'am' of 'to be'. Thus, to explain the truth conditions of sentences such as (2) in 
keeping with Truth Conditional Compositionality one need only allow that some 
of the elements occupying the terminal nodes of LFs will not have a constant se­
mantic value. The semantic values of such indexical elements will not be provided 
by fixed lexical rules like lexical rules 1-3 above, but will instead be determined 
by context-sensitive lexical entries (or characters, as Kaplan and his followers call 
them) together with relevant information provided by the particular context of 
utterance. For example, the character of T is something along the lines of 

SV('I') in context c = the agent of c. 

Such context-sensitive lexical rules allow traditional semantic theories to ade­
quately explain the truth conditions of context-sensitive expressions such as (2) 
in keeping with Truth Conditional Compositionality. The semantic values of the 
terminal nodes in the LF for (2) are allowed to vary from context to context, but 
once these semantic values are fixed the truth conditions of an utterance of (2) 
are still a function of (i) the semantic values of the terminal nodes of the sen­
tence's LF, and (ii) the structure of the sentence's LF.4 

PROBLEMS FOR TRADITIONAL SEMANTIC THEORIES: PRIMA FACIE 

COUNTEREXAMPLES TO TRUTH CONDITIONAL COMPOSITIONALITY 
Though utterances of sentences such as (2) are not counterexamples to Truth 
Conditional Compositionality, consideration of such sentences does suggest a 
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strategy for finding counterexamples. Suppose an expression S (which mayor 
may not be a complete sentence) can be used to make assertions, and further 
suppose that S has the following two properties: 

(a) S is context sensitive so that its truth conditions vary from context to 

context. 


(b) The LF ofS contains no relevant context sensitive words and/or features. 

Such an expression would constitute a counterexample to Truth Conditional 
Composicionality. This principle claims that the truth conditions of every utter­
ance ofS are a function of (i) the semantic values of the terminal nodes of S's LF, 
and (ii) the structure of S's LE But it does not even make sense to think of the 
LF of an expression S changing from utterance to utterance; if Sand S* have 
different LFs. then, in the relevant sense of 'expression', Sand S* are different 
expressions. Consequently, if Truth Conditional Compositionality is to be pre­
served, no expression that can be used to make an assertion can possess both 
property (a) and property (b). Therefore, for any context-sensitive expression S 
that can be used to make an assertion, Truth Conditional Compositionality re­
quires that the LF of S contain some context-sensitive element so that the vari­
ance in truth conditions across contexts can be explained by a variance in the 
semantic values assigned to this context sensitive element across contexts. The 
upshot is that a potentially assertion making sentence, or mere phrase, that had 
properties (a) and (b) would constitute a counterexample to Truth Conditional 
Compositionality, and thus ifsuch sentences and/or mere phrases can be found, 
then this principle ought to be rejected. 

As Bach (1994), Sperber and Wilson (1986), and other advocates of truth 
conditional pragmatics have demonstrated, there are many expressions that at 
least seem to have properties (a) and (b) and thus there are many expressions that 
constitute prima facie counterexamples to Semantic Compositionality. Here I 
present only four sorts ofprima facie counterexamples. 

Quantifier Domain Restriction 
One sort ofprima facie counterexample concerns quantifier domain restriction. 
Sentences such as 

(3) Every student came to Anna's party 

clearly have property (a), and they seem to have property (b). A typical utter­
ance of6) does not state that every student in the universe came to Anna's party; 
rather a typical utterance of 6) states merely that every student relevant to the 
people engaged in the discourse came to the party. That is, the domain ofquan­
tification is not restricted to merely the set ofstudents in the universe, but is fur-
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ther restricted to a proper subset of relevant students. Moreover, the proper sub­
set of students that serves as the restriction varies from context to context. For 
example, one utterance of (3) mightbe true if and only if every philosophy grad­
uate student attending MIT in 1999 came to Anna's party. But a different ut­
terance of (3) might be true if and only if every philosophy or linguistics grad­
uate student attending MIT in 1998 came to Anna's party.5 So if Truth 
Conditional Compositionality is to be upheld, the LF of (3) must contain a con­
text-sensitive feature that, relative to a context of utterance, serves to further 
constrain the domain of quantification. But there is no overt, phonetically real­
ized, term or feature that could plausibly serve this purpose. So sentences such 
as (3) seem to possess properties (a) and (b), and thus there are at least prima fa­
cie counterexamples to Truth Conditional Compositionality.6 

Comparative Adjectives 
Another sort of prima facie counterexample concerns relative adjectives. 

Sentences such as 

(4) Bradley is tall 

also seem to possess both (a) and (b). Again, (4) is clearly context sensitive. A 
typical utterance of (4) does not state that Bradley is tall simpliciter (whatever 
that might amount to), but rather that he is tall relative to some contextually 
salient contrast class. For example, an utterance of (4) that occurred in a dis­
cussion concerning the physical characteristics of presidential candidates would 
be true if and only if Bradley is tall for a presidential candidate, while an utter­
ance of (4) that occurred in a discourse concerning great centers in the NBA 
would be true if and only if Bradley is tall for a great center in the NBA. Thus, 
the truth conditions of (4) depend upon what contrast class is invoked by the 
utterance. But, again, there is no overt, phonetically realized, word or feature 
that might have the relevant contrast class as its semantic value. So sentences 
such as (4) also seem to possess properties (a) and (b), and thus they also are at 
least prima facie counterexamples to Truth Conditional Compositionality.7 

Propositional Attitude Ascriptions 
Yet another, and much more widely appreciated, problem for Truth Conditional 
Compositionality is posed by attitude ascriptions. It is now widely appreciated 
that attitude ascriptions are context sensitive. Consider the ascription 

(5) Jerry believes that Marie baked the cookies. 

In many contexts an occurrence of (5) is true only if Jerry thinks of Marie as the 
referent of 'Marie'; i.e., in many contexts an utterance of (5) is true only ifJerry 
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utilizes a woman-named-'Marie' "mode of presentation" of Marie. For example, 
suppose we are at a cookie baking contest, where there are plates of cookies set 
out with name tags, where the name tags state who baked that particular plate 
of cookies. We are observing Jerry who is tasting the cookies from a. plate with 
a tag that reads 'Ms. O'Connor'. Further suppose that we know that Jerry does 
not realize that the baker of the cookies, Ms. O'Connor, just is his acquaintance 
Marie, and that we are discussing Jerry's plight. I thus say, "Ha! Poor Jerry does 
not know that 'O'Connor' is Marie's last name, so he doesn't know that those 
are Marie's cookies!" If you were to utter (5) immediately following my state­
ment, your utterance would be false. Moreover, it at least seems that it would 
be false because Jerry does not think of the baker of the cookies as the referent 
of'Marie'-he does not utilize the referent-of-'Marie' mode ofpresentation. But 
in other contexts (5) is more transparent, and in these contexts it is not the case 
that (5) is true only if Jerry utilizes a woman-named-'Marie' mode of presenta­
tion of Marie. Again suppose that we are at a cookie baking contest, and sup­
pose that Jerry, whom we know to have no prior acquaintance with Ms. Marie 
O'Connor, observes her at a distance placing her cookies on a plate. Seeing Jerry 
observe Marie putting her cookies on a plate, I utter (5) to you. In this context 
my utterance of (5) is (probably) true, even though Jerry does not think of Marie 
under a referent-of-'Marie' mode of presentation. So (5) is dearly Context sensi­
tive in that some ("opaque" andlor de dicto) utterances of (5) are true only if 
Jerry thinl;:s of Marie as the referent of 'Marie' (under a mode of presentation 
associated with the name 'Marie') while other ("transparenr"and/or de re) ut­
terances of (5) do not require that Jerry think of Marie in such a way (or under 
such a mode of presentation). So, if Truth Conditional Compositionality is to 
be preserved, there must be some indexical element in the LF of (5) that is as­
signed different semantic values in different contexts .. But again, there are not 
any phonetically realized words or feature in (5) that are indexical in the rele­
vant way. Consequently, attitude ascriptions such as (5) also constitute primaJa­
cie counterexamples to Truth Conditional Compositionality.8 

Nonsentential Assertions 
And finally, there are cases ofwhat Stain ton (1994, 1995) calls "nonsentential as­
sertion."? Suppose that Ben and Melia are at a party, and across the room Melia 
observes a woman who is surrounded by a large group of people who are lis­
tening attentively to her. Melia turns to Ben and quizzically raises her eyebrows 
while nodding toward the woman. Ben then utters the phrase 

(6) A world famous topologist. 

In this context Ben's utterance of a mere noun phrase has truth conditions and 
thus is an assertion: Ben's utterance is true if and only if the observed woman is 
a world famous topologist. But dearly (6) is context sensitive, fur in most con-
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texts the utterance ofa mere noun phrase does not constitute an assertion at all, 
and thus has no truth conditions whatsoever. Moreover, (6) does not have any 
phonetically realized indexical words or features that might have different peo­
ple as semantic values in different contexts. Consequently nonsentential asser­
tions such as (6) also constitute prima Jacie counterexamples to Truth 
Conditional Compositionality. 

One might claim that the above example involving Ben's utterance of (6) 
does not constitute even a prima Jacie counterexample to Semantic Composi­
tionality on the grounds that this example involves the phenomenon of syntac­
·tic ellipsis. Consider the following segment of discourse: 

Jeremy: "Who believes in God?" 
Anders: "James." 

In this brief dialogue it is plausible to suppose that Anders' utterance of the 
noun phrase "James" is syntactically elliptical for the complete sentence, 'James 
believes in God: That is, it is at least plausible to suppose that the verb phrase 
"believes in God" is somehow "copied" as a phonetically unrealized element into 
the LF of Anders' utterance, so that the LF ofAnders' utterance is the LF of a 
complete sentence. Thus, the explanation runs, in some contexts syntactic el­
lipsis occurs, and an utterance of (6) has a complete sentence for its LF, while 
other utterances of (6) do not involve syntactic ellipsis, and in these utterances 
(6) does not have a complete sentence for its LF. So cases such as Ben's utter­
ance of (6) do not constitute counterexamples to Truth Conditional 
Compositionality. This explanation, however, is inadequate. For, as Stainton 
points out, syntactic ellipsis requires a syntactic antecedent that can be copied 
into the LF of a later utterance. Note, however, that in the case at hand Ben's 
utterance of (6) occurs in discourse initial position and thus there is no syntactic 
antecedent that can be copied as an unarticulated constituent into the LF of (6). 
More specifically, there is no previously occurring noun phrase referring to the 
relevant woman that could be copied into the LF of Ben's utterance. Thus it 
seems that Ben's assertion of (6) cannot plausibly be construed as an instance of 
syntactic ellipsis. 

Two Strategies for Rescuing Truth Conditional Compositionality: 
Pragmatic EllipsiS and Hidden Indexicals 
If the defender of traditional semantics is to defend Truth Conditional 
Compositionality, she must show that each of the above sentences andlor phrases, 
despite appearances, does not really have property (a), or does not really have 
property (b). That is, she must show that each of the primaJacie counterexam­
ples is either not really context sensitive, or really does contain a (relevant) con­
text-sensitive lexical item. She can at least attempt to do this by arguing that the 
LFs of these sentences are richer than they seem to be. More specifically, the de­
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fender of traditional semantics must argue that the LFs of these sentences and/or 
phrases contain phonetically unrealized elements that can explain, in keeping 
with Truth Conditional Compositionality, the truth conditions of the assertions. 

There are two principal ways in which this general strategy of response can 
be fleshed out. The first way, which I shall refer to as the "pragmatic ellipsis" sub­
strategy, involves positing familiar lexical items, i.e., lexical items that are nor­
mally phonetically realized, as phonetically unrealized elements in LFs. These 
phonetically unrealized yet familiar lexical elements are then assigned semantic 
values by the semantic theory in the usual way. Thus, in proposition speak, the 
proposition expressed by an LF that contains such phonetically unrealized lexical 
items contains "unarticulated constituents," i.e., semantic values that are not the 
semantic value of any phonetically realized word or feature. The second way, 
which I shall refer to as the "hidden indexical" substrategy, involves positing a 
new, unfamiliar, sort of phonetically unrealized indexical element in LFs and 
claiming that these "hidden indexicals" are assigned different semantic values in 
different contexts. The semantic values so assigned are again unarticulated con­
stituents, as they are not the semantic values of phonetically realized words or fea­
tures. The "hidden indexical" substrategy thus attempts to rescue Truth 
Conditional Compositionality from prima focie counterexamples by claiming 
that the assertion in question really does contain context sensitive elements. 

Both substrategies have been utilized in attempts to rescue the Principle of 
Truth Conditional Compositionality from the prima facie counterexamples dis­
cussed above. tO 

Stanley (2000) utilizes .the "pragmatic ellipsis" substrategy to explain away 
the prima facie counterexamples involving nonsentential assertions. Stanley pro­
poses that the LF of Ben's assertion making utterance of 

(6) A world famous topologist 

is 

S 
/ \ 

NP VP 
I I \ 

She V NP 

I I \ 
is a world famous topologist 

where both the familiar noun phrase 'She' and the familiar main verb 'is' are pho­
netically unrealized. Stanley daims that even cases of nonsentential assertion that 
occur in discourse initial position are a special case of ellipsis. Stanley explains, 
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It is true that syntactically elliptical sentences cannot felicitously occur in 
the absence of a linguistic antecedent. But explicitly providing a 
linguistic antecedent by mentioning it is only the simplest way to provide 
it. There are other methods of raising linguistic expressions to salience in 
a conversation with explicitly using them. (2000, 21) 

Thus, in the case of Ben's felicitous and assertion making utterance of (6), 
Stanley claims that the context of utterance somehow makes the lexical items 
'She' and 'is' salient, and in virtue of this salience, the LF of the utterance con­
tains these lexical items as phonetically unrealized elements. These phonetically 
unrealized elements are then assigned semantic values in the usual way, and thus 
the semantic values so assigned are unarticulated constituents. If the LF of an 
utterance of (6) is elliptical in this way and the requisite sort of semantic values 
are assigned as unarticulated constituents, then the truth conditions of utter­
ances of (6) can be explained in keeping with Truth Conditional Composi­
tionaHty. Stanley's pragmatic ellipsis proposal also accounts for the apparent con­
text sensitivity of (6). In some contexts appropriate lexical items are made 
salient, by pragmatic processes such as the raising of eyebrows. In such contexts 
utterances of (6) are elliptical and thus correspond to full blown sentential LFs, 
and they thereby have truth conditions. But in other contexts appropriate lexi­
cal items are not made salient. In these deficient contexts the nonsentential ut­
terances are not elliptical for full blown sentences. But, Stanley claims, such 
nonelliptical utterances lack iIlocutionary force and thus have no truth condi­
tions. 

Stanley and Gendler Szabo (2000) utilize the "hidden indexical" substrat­
egy in an attempt to explain away the prima facie counterexamples concerning 
quantifier domain restriction. Consider again sentences su~h as 

(3) Every student came to Anna's party. 

Stanley and Gendler S2abo propose that this sentence be analyzed as containing 
at the level of LF a "hidden indexical" that takes on different semantic values in 
different contexts. More specifically, they propose the LF of (3) is something like 
this 

S 

I \ 


NP VP 
/ I I \ 

Det N V PP 

I I \ 
Every <student, i> came to Anna's Party 
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According to Stanley and Gendler Szabo's analysis, the terminal node corre­
sponding to the phonetically realized noun 'student' is syntactically complex: It 
is an ordered pair, the first member of which is the phonetically realized famil­
iar lexical item 'student' and the second member of which is a new sort of pho­
netically unrealized indexical element i.11 This phonetically unrealized indexical 
element is assigned, relative to a context, a semantic value. Thus there is a se­
mantic value invoked by an utterance of (3) that is not the semantic value ofany 
phonetically realized, or articulated, word or feature in 6); the semantic value 
of i is then an "unarticulated constituent" of the proposition expressed by an ut­
terance of (3). Moreover, since i is an indexical element, it is assigned different 
semantic values, i.e., different un articulated constituents, in different contexts. 
In terms of the previous example involving different utterances of (3), in some 
contexts i is assigned as its semantic value the set of all philosophy graduate stu­
dents attending MIT in 1999, while in other contexts i is assigned as its seman­
tic value the set of all the linguistics and philosophy graduate students attend­
ing MIT in 1998. if there is such a "hidden indexical" in the LF of sentences 
such as (3), then such sentences do possess a context sensitive lexical element and 
thus they would not constitute counterexamples to Ttuth Conditional 
Compositionality. That is, positing such a "hidden indexical" element that has 
different "unarticulated constituents" as its semantic value in different contexts 
explains the context sensitivity of (3) in keeping with Truth Conditional 
Compositionality. 

Ludlow (1989) has proposed using the hidden indexical substrategy to cope 
with the prima facie counterexamples posed by comparative adjectives. That is, 
Ludlow has proposed that the LF of 

(4) Bradley is talL 

is something like 

S 
/ \ 

NP vp 
/ / \ 

N V AP 

I / / \ 
Bradley is A PP(?) 

I I 
tall 

The phonetically unrealized indexical element j can be assigned different se­
mantic values, different unarticulated constituents, in different COntexts. In 
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terms of the previous example involving (4), in some contexts j is assigned the 
set of presidential candidates, while in other contexts it is assigned the set of 
great centers in the NBA.12 Again, if there is such a hidden indexical element, 
then the context sensitivity of sentences such as (4) can be explained in keeping 
with Truth Conditional Compositionality. In other words, if there are "hidden 
indexicals" such as j, then sentences such as (4) do contain a context-sensitive 
lexical element, and thus they do not constitute counterexamples to Truth 
Conditional Compositionality. 

And finally, Crimmins (1992) has utilized the hidden indexical substrategy 
to explain the context sensitivity ofattitude ascriptions. Crimmins does not pre­
sent his theory using phrase structure markers, but under one way of under­
standing his proposal,'3 the LF of an attitude ascription such as 

(5) Jerry believes that Marie baked the cookies 

is something like 

S 
/ \ 

NP VP 
/ / \ 

N V CP 

I I I \ 
Jerry believes C S 

I I \ 
that Np·VP 

/ I \ 
N V NP 

/ I \ 
<Marie, "P <baked, 82> <the cookies, "3> 

Each of the "i is a phonetically unrealized indexical element that can be assigned 
different "modes of presentation" as its semantic value, and thus different modes 
of presentation will be unarticulated constituents of propositions expressed by 
utterances of (5).14 In terms of our previous example involving (5), in some con­
texts 81 is assigned Jerry's "the referent of 'Marie'" mode of presentation, while 
in other contextS"1 may refer to some sort of perceptual "the person I am now 
seeing" mode of presentation. Again, if there are hidden indexicals such as 81 
that have the requisite modes of presentation as their semantic values, then the 
context sensitivity of sentences such as (5) can be explained in keeping with 
Truth Conditional Compositionality. Again, ifthere are hidden indexicals such 
as "I' then the LFs for sentences such as (5) do contain context-sensitive lexical 
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items, and thus such sentences do not constitute counterexamples to Truth 
Conditional Compositionality.l5 

PRAGMATIC ELLIPSIS. HIDDEN INDEXICALS AND 

BENACERRAF'S ARGUMENT 

I claim that the recently rehearsed attempts to explain away the prima fiuie 
counterexamples to Truth Conditional Compositionality are unsuccessntl, and 
they are all unsuccessful for essentially the same reason that the reduction of the 
natural numbers to sets cannot succeed. Let us revisit Benacerraf's (1965) argu­
ment against such reductions. According to one proposed reduction of the nat­
ural numbers, the natural number sequence is really the following sequence of 
sets: 

{0}, {0{0}}, {0 {0}{0{0}}}, {0 {0} {0{0}} {0 {0} {0{0}}}}, ... 

But according to another proposed reduction, the sequence of natural numbers 
is really the following distinct sequence of sets: 

{0},{{0}}, {{{0}}}, H{{0}}H, ... 

Benacerraf argues that neither sequence of sets can be identified with the se­
quence of natural numbers. His argument proceeds &om two key premises. 
First, the two proposed reductions are incompatible. For example, according to 
the first proposed reduction one is a member of three. but according to the sec­
ond proposed reduction one is not a member of three. Since one cannot both 
be and not be a member of three, both sequences ofsets cannot be the sequence 
of natural numbers. And second, there is nothing that could recommend one 
proposed reduction over the other; there is no possible evidence that would 
make it rational to prefer one proposal over the other. Benacerraf concludes, 
rightly, that neither proposed reduction is correct and thus numbers are not 
sets: 

If numbers are sets, then they must be particular sets, for each set is some 
particular se~. But if the number 3 is really one set rather than another, it 
must be possible to give some cogent reason for thinking so; for the 
position that this is an unknowable truth is hardly tenable. But there 
seems to be little to choose among the accounrs. Relative to our purposes 
in giving an account of these matters, one will do as well as another, 
stylistic preferences aside. There is no way connected to the reference of 
number words that will allow us to choose among them, for the accounts 
diffir at places where there is no connection whatever between features ofthe 
accounts and our uses ofthe words in question. If all the above is cogent, 
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then there is little to conclude except that any feature of an account that 
identifies 3 with a set is a superfluous one-and that therefore 3, and its 
fellow numbers, could not be sets at all. (1965, 62) 

The same considerations that led Benacerraf to reject the reduction of nat­
ural numbers to sers compel us to reject the above attempts to rescue Truth 
Conditional Compositionality. In what follows I will demonstrate how Bena­
cerraf's argument refutes Stanley's pragmatic ellipsis analysis of nonsentential as­
sertions and Ludlow's hidden indexical analysis of comparative adjectives. I in­
tend my examination of these cases to illustrate that any analysis utilizing either 
the pragmatic ellipsis substrategy or the hidden indexical substrategy will fall to 

Benacerraf's argument. 
Consider again Stanley's proposed pragmatic ellipsis analysis of nonsenten­

tial assertions. According to the pragmatic ellipsis analysis, Ben's assertion mak­

ing utterance of 

(6) A world famous topologist 

is elliptical for 

(6*) She is a world famous topologist 

even though there is no appropriate linguistic antecedent such as "Who is shd" 
present in the context. The problem is that there are equally plausible candidates 
for what the elided material could be other than 'She is'. Here are three plausi­

ble alternatives: 

I. That woman 
ii. That person 
iii. The loud mathematician 

First, these candidate-unrealized lexical items are incompatible; only one of 
them can appear as the phonetically unrealized noun phrase in the LF for a fe­
licitous and assertion-making utterance of (6). But. second, there is no possible 
evidence that would recommend one candidate over the other. In many contexts 
the speaker will have no discernible intentions discriminating enough to rec­
ommend one candidate over the other. and neither will there be salient features 
of the context that recommend one over the other. But these are the only kinds 
of admissible evidence; any other facts to which one might appeal to support 
one candidate over the others is, to use Benacerraf's term, superfluous. So 
Benacerraf's reasoning compels us to deny that any phrase such as (i), (ii), or 
(iii) occurs phonetically unrealized in the LF for an assertion making utterance 
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of (6).16 Therefore, Stanley's proposed analysis fails, and we must conclude that 
nonsentential assertions such as (6) constitute counterexamples to Truth 
Conditional Compositionality. 

A defender of Truth Conditional Compositionality might respond by sug­
gesting that the threatened indeterminacy can be resolved by appeal to sirnplic_ 
ity.I7 Perhaps the candidate for the elided material that is to be selected is the 
simplest possible candidate. An obvious problem for this proposal is that it is 
not all clear what the notion of simplicity amounts to here. One possible di­
mension along which simplicity might be judged concerns the semantic COntent 
of the candidates for the elided material. Judged along this dimension, one 
might suppose that candidate (ii) is to be preferred over (i), (iii), and even 
Stanley's proposed 'she is', as its semantic content is intuitively simpler: All 
women and loud mathematicians are persons, but not all persons are women, 
nor are all persons loud mathematicians. But if this sort of simplicity is invoked, 
then the even less informative 'that is' is to be preferred over candidate (ii), be­
cause every person can be referred to using 'that', but not everything that can be 
referred to using 'that' is a person. 

There are, however, serious problems with this appeal to simplicity of se­
mantic content. First, the proposal is at odds with the generally accepted prin­
ciple ofcommunication that requires that speakers be interpreted as being max­
imally informative (e.g., Grice's maxim of quantity). But more importantly, 
there is no reason to believe that the proposal will resolve the indeterminacy. For 
example, 'it is' and 'that is' seem to have equally simple semantic content. One 
might attempt to bolster the simplicity of semantic content by invoking sim­
plicity along another dimension; perhaps the simplest candidate is also to be 
judged along dimensions ofsyntactic and/or lexical simplicity. But then which to 
take precedence, simplicity of semantic content, or simplicity of syntactic struc­
ture? Stanley's 'She is' is simpler syntactically than 'That person is', but the lat­
ter seems to have simpler semantic content. Moreover, regardless of which di­
mension is to take precedence, there is still no reason to think that the 
indeterminacy can be resolved, as 'it is' and 'that is' seem to be equally simple 
along both dimensions. It is apparent that no intuitive and straightforward no­
tion of simplicity will determine a unique candidate for the elided material. 1B 

In addition, it should be noted that candidate (iii) would not suffice as a 
complete specifiCation of the elided material, as it contains a quantifier phrase 
(an "incomplete definite description") and a comparative adjective. So, for ex­
ample, Ben's utterance of (6) cannot be elliptical merely for the sentence 'The 
loud mathematician is a world famous topologist', for, like (6), this expression 
also seems to have properties (a) and (b). And thus it also constitutes a prima 
facie counterexample to Truth Conditional Compositionality. A complete speci­
fication of the elided material would have to specifY some lexical element whose 
semantic value was the relevant contrast class for the comparative adjective 
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'loud'. And it would also have to specifY some lexical items whose semantic val­
ues were the relevant quantifier domain restrictions for the quantifier phrase 'the 
loud mathematician', If one were to apply the pragmatic dlipsis strategy "all the 
way down," one would have to avoid positing incomplete definite descriptions 
and comparative adjectives as phonetically unrealized elements, for these ele­
ments would themselves be in need of further analysis; one would have to "bot­
tom out" with an analysis that posited no such problematic elements. This is 
reminiscent of a familiar problem with Russell's descriptive analysis of referring 
terms: For example, one cannot maintain that 'Plato' is really an abbreviation for 
merely 'the teacher ofAristotle', for ~ristotle' is itself a referring term, and thus 
in need of further analysis, Hence Russell's doomed search for "logically proper 
names," Le., expressions in no need of further analysis. The advocate of the 
pragmatic ellipsis substtategy is committed to a very similar, and equally im­
plausible, search. 

The defender of Truth Conditional Compositionality might object that I 
have failed to establish the second key premise on the grounds that discernible 
intentions of the speaker and salient features of the context do not exhaust the 
admissible evidence. Mter all, ifLFs have some sort of psychological reality, and 
are somehow represented in people's brains, then all sorts of psychological 
and/or neurological facts about Ben could be brought to bear on the question 
of what the LF of Ben's utterance really was. And of course Ben need not have 
explicit knowledge of, or be conscious of, any of these facts. 

This objection, however, confuses psychology and semantics. If LFs are in­
stantiated in people's brains somehow, then all sorts of psychological and neu­
rological evidence is relevant to determining what LF is instantiated in Ben's 
brain. But most of these psychological facts are irrelevant to the semantics of 
Ben's utterance, because semantics is concerned with communication and inter­
pretation. Stanley and Gendler Szabo (2000, II) assume that the task of seman­
tics is to explain the interpretation of "typical assertions," and they maintain that 
such interpretation "is successful just in case the hearer can identifY the propo­
sition the speaker intends to communicate."19 The model of interpretation as­
sumed by Stanley and Gendler Szabo is paradigmatic of the model presupposed 
by traditional semantic theories generally. According to this model, interpreta­
tion is a two-step process whereby a hearer identifies the proposition the speaker 
intends to communicate, or equivalently determines the truth conditions of an 
assertion. In the first step the hearer uses her syntactic and phonological knowl­
edge, together with whatever dues she can garner from the context of utterance, 
to determine the LF of the assertion. Stanley and Gendler Szabo (2000, 13) use 
the equation, "what is articulated + context = what is uttered" to describe this 
first step, where "what is articulated" is a "phonological sentence," and "what is 
uttered" is a "grammatical sentence," i.e., an LF. In the second step the hearer 
uses her semantic knowledge, together with whatever dues she can garner from 
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context, to determine the proposition expressed, or equivalently the truth con­
ditions of the utterance. Stanley and Gendler Szabo (2000, 15) use the equation 
"what is uttered + linguistic meaning + context == what is said" to describe the 
second step, where "what is said" is the proposition expressed, or the truth con­
ditions of the utterance.20 

The general problem with the pragmatic ellipsis substrategy is that it ren­
ders the first step in the process of interpretation impossible. If the truth of the 
equation "what is articulated + context what is uttered" is to be preserved, 
the hearer must be able to determine what is uttered, i.e., the LF, from dis­
cernible features of the context of utterance. So even if facts about the speaker's 
psychological state determine what LF is instantiated in his brain, these facts are 
not discernible by the hearer. Therefore such indiscernible psychological facts are 
irrelevant to interpretation, and so are irrelevant to the semantics of his utter­
ance. 21 Again in terms of Benacerraf's argument, such indiscernible psycholog­
ical facts are superfluous. (Consequently, if the level of syntactic representation 
known as LF is not in the relevant sense discernible in a context of utterance, 
then LF is irrelevant to semantics, where semantics is concerned with interpreta­
tion and communication.) 

The defender of Truth Conditional Compositionality might accept the 
above objections against the pragmatic ellipsis substrategy yet still endorse the 
hidden indexical substrategy, for the hidden indexical substrategy seems well 
suited to avoid the problems encountered by the pragmatic ellipsis substrat­
egy. In particular, because the hidden indexical substrategy escq,ews positing 
familiar phonetically unrealized elements in LFs and instead posits specially 
designed unfamiliar (i.e., never phonetically realized) context sensitive items, 
there is not an overabundance of candidate LFs. Consider again an utterance 
of 

(4) Bradley is tall. 

If one were to attempt to explain away this prima facie counterexample utiliz­
ing the pragmatic ellipsis substrategy, one would be faced with an overabun­
dance of suitable proposals for the elided material. That is, an utterance of (4) 

might be elliptical for 'Bradley is tall for a middle aged American male in 2000' 

or it might be elliptical for 'Bradley is tall for a presidential candidate'. Thus 
there are many equally plllusible proposals as to what the LF of the utterance 
is, and no reason to prefer one proposal over the others. According to Ludlow's 
hidden indexical analysis, however, there is only one plausible proposal as to 
what the LF of the utterance is, for one can maintain that it is built into the 
grammar that in sentences such as (4) comparative adjectives occur only with 
the appropriate sort of hidden indexical. So on Ludlow's hidden indexical 
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analysis there is only on'e plausible candidate for the LF of (4), and it is some­
thing like 

S 
I \ 

NP VP 
I I \ 

N V AP 
I I \I 

Bradley is A PP(?) 

I I 
tall 

Hence it appears that the hidden indexical substrategy is much more plausible 
than the pragmatic ellipsis substrategy. 

This appearance, however, is illusory, for the hidden indexical substrategy 
succeeds only in relocating the fundamental problem. According to the model 
of interpretation presupposed by traditional semantic theories, successful inter­
pretation requires that the hearer identify the proposition expressed by an ut­
terance, and· this identification proceeds by way of the two-step process de­
scribed above. The problem with the pragmatic ellipsis substrategy is that it 
renders this first step impossible, for it allows for an overabundance of propos­
als concerning what the LF for an utterance is, and no means of choosing be­
tween them. But notice that on the pragmatic ellipsis substrategy, ifa hearer 
somehow managed to succeed in taking the first step and thereby identified the 
correct LF, then there is nothing especially problematic precluding her from suc­
cessfully completing the second step of interpretation. This because the prag­
matic ellipsis strategy posits only familiar elements as phonetically unrealized el­
ements, and consequently no special problem is posed regarding the assignment 
of semantic values to such phonetically unrealized elements. Hence the prag­
matic ellipsis strategy poses no special problem for the second step of interpre­
tation, but does so only because it renders the first step impossible. 

The hidden indexical substrategy faces the complimentary problem. The 
hidden indexical analysis poses no special problem for the first step of interpre­
tation, for according to it a hearer's linguistic knowledge alone would enable her 
to determine the LF of an utterance of (4); this because it is simply built into 
the grammar that in sentences such as (4) comparative adjectives occur only with 
the appropriate sort of unfamiliar hidden indexical. The problem for the hid­
den indexical substrategy arises for the second step of interpretation, viz., going 
from the LF of the utterance to identifying the proposition expressed by the ut­
terance, or equivalently determining the truth conditions of the utterance. The 
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problem now is that there are too many equally plausible proposals as to what 
the semantic value of the hidden indexical is, and no admissible evidence that 
would justify a hearer in choosing one proposal over the 'others. 

Consider Ludlow's hidden indexical analysis of an utterance of (4). 
According to this analysis the LF for an utterance of (4) contains a hidden in­
dexical, j, that has as its semantic value the appropriate contrast class. The prob­
lem is that there is an overabundance of plausible proposals as to which contrast 
class is the semantic value of the hidden indexical. Here are two, among many, 
plausible contrast classes which might serve as the semantic value of j relative to 
a particular utterance of (4): 

(i) {x: x is a current presidential candidate} 
(ii) {x: x is a current or past presidential candidate} 

Again, these candidates are incompatible. The sets in question are not identical, 
and therefore only one of them can be assigned as the semantic value of j rela­
tive to a particular utterance of (4). Moreover, there is no possible evidence that 
would make it rational to prefer one candidate over the other. In most circum­
stances a speaker who utters a perfectly felicitous utterance of (4) has no dis­
cernible intentions that would determine which, if either, of (i) or Oi) was the 
contrast class he really "tacitly referred to. "22 And it can simply be stipulated that 
there are no discernible features of the c~ntext that recommend one proposal 
over the other. Moreover, appeals to simplicity again cannot be invoked to de­
cide the matter because, first, it is not at all clear what it is for one set to be sim­
pler than another, and second, there is no reason to believe that such a notion 
of simplicity, even if it could be made precise, would determine a unique set. 
And finally, for reasons given above, indiscernible facts concerning the speaker's 
psychological state cannot be appealed to as evidence to support one candidate 
over the others; such facts are again superfluous. So we are in the same position 
with regard to the question of which set is the semantic value of the posited hid­
den indexical j as we are with regard to the question of which sequence of sets 
is the natural numbers. Hence we ought to conclude that no set is the seman­
tic value of such a hidden indexical; there is no such unarticulated constituent. 
And consequently Ludlow's proposed hidden indexical analysis cannot explain 
context sensitivitY of sentences such as (4) in keeping with Truth Conditional 
Compositionality. Sentences such as (4) involving comparative adjectives con­
stitute counterexamples to this principle after al\.23 

The defender of Truth Conditional Compositionality might respond by 
pointing out that even familiar phonetically realized elements suffer from an in­
determinacy of semantic value. Consider a typical utterance of 'Now it is time 
to go.' Precisely what span of time is to be assigned as the semantic value of the 
occurrence of 'now? Is it a two-second span, a five-minute span, a ten-minute 
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span, or what exactly? Again, it is quite likely that the speaker has no intentions, 
discernible or otherwise, that would discriminate between these candidate se­

mantic values. Or consider again a typical utterance of 

(3) Every student came to Anna's party. 

Precisely what set (or intension) is to be assigned as the semantic value of the 
occurrence of 'student'? Is it the set of all full-time students, or does it include 
people who take an occasional night course? If the former, precisely what con­
stitutes being a "full-time" student? Once again, it is likely that the speaker 
has no discernible intentions, nor is there anything in the context, that would 
provide answers to the~e questions, and thus there is nothing that would dis­
criminate between a number of candidate semantic values. So, the response 
concludes, there is nothing especially problematic concerning the assignment 
of semantic values to hidden indexicals; such indeterminacy is no more prob­
lematic for the posited unfamiliar hidden indexicals than it is for familiar pho­
netically realized elements. And consequently such indeterminacy ought not 
prevent us from positing hidden indexicals to rescue Truth Conditional 

Compositionality.24 
This response gives rise to a number of perplexing issues, but I think it is 

relatively clear that it fails to justify positing hidden indexicals. The responder 
is correct to acknowledge that the indete~minacy of semantic value is common­
place. The meanings ofwords and speaker's intentions, discernible or otherwise, 
cannot decide for every possible case whether or not the word applies to that 
case. (This, I think, is a major theme in Wittgenstein.) But it seems to me that 
the defender of Truth Conditional Compositionality cannot be so sanguine 
about the indeterminacy of semantic values. For far from supporting the posit­
ing ofhidden indexicals. acknowledgement of how commonplace this sort of in­
determinacy is seems to undermine the need for positing such hidden indexicais 
in the first place. If there is no precisely defined set (or intension) that is the se­
mantic value of, e.g., 'student', then what need is there for machinery that would 
further constrain the (indeterminate) domain of students? Why posit machin­
ery to fine tune that which is indeterminate? Consider again the case quantifier 
domain restriction involving a typical utterance of (3). One might respond to 
such an utterance in a number of ways. One might accommodate the utterance, 
that is, accept it as true and move on: 'Yeah, what a blast! The faculty left early, 
but no student left before two!' Or one might refuse to accommodate by re­
jecting the assertion: 'No, not every student was there; for example several stu­
dents with nonresident status were not there'. Or, one might refuse to accom­
modate by requesting clarification: 'By "student" do you mean to include 
students with nonresident status?' If one accepts the indeterminacy of semantic 
value, then one can and should view this phenomenon of accommodation, or 
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refusal to accommodate, as discourse participants to some extent deciding 
and/or stipulating as they go how expressions are to be used and interpreted in 
their discourse. There is no reason to posit a precise and fixed proposition that 
is exactly what the utterance of (3) expressed when it was uttered; Le., there is 
no reason to suppose that there is a precise content that can be precisely stated 
in other terms. But if there is no reason to posit such a precise and fixed propo­
sition, then there is no reason to posit machinery that would explain how such 
a precise and fixed proposition could, in keeping with Truth Functional 
Compositionality, be expressed by such an utterance. So, far from justifYing hid­
den indexicals, the appeal to the widespread phenomenon of semantic value in­
determinacy undermines the need to posit such entities. These brief remarks do 
not resolve these perplexing issues, but they do demonstrate that the defender 
of Truth Conditional Compositionality cannot unptoblematically appeal to the 
widespread phenomenon ofsemantic value indeterminacy in defense of the hid­
den indexical substrategy. 

CONCLUDING REMARKS 

If we accept Benacerrafs argument against reducing numbers to sets, then we 
ought to reject both of the substrategies fOr rendering the many prima flde coun­
terexamples compatible with Truth Conditional Compositionality. Moreover, we 
ought to accept Benacerraf's argument, and there are no other plausible strate­
gies for rescuing the principle that will not full to Benacerraf's argument. 
Therefore Truth Conditional Compositionality ought to be rejected. Rejection of 
the principle has obvious consequences for semantic theory. If the principle is re­
jected, then the traditional theoretical frameworks of Davidson and Montague 
must be rejected. Moreover, the traditional Gricean distinction between seman­
tics and pragmatics breaks down. That is, if the domain ofsemantics is truth con­
ditions and "what is said," then semantics cannot be concerned only with LFs 
and the semantic values of terminal nodes of LFs; rather the domain of seman­
tics must be expanded to include features of utterances and discourses that were 
relegated to pragmatics under Grice's way of drawing the distinction. It does not 
follow that Frege's fundamental insight that the meaning ofan utterance is a fonc­
tion of the logical structure of the sentence uttered together with antecedently 
given information; Frege's fundamental insight that determining meaning is a 
matter of computfng functions need not be rejected. What does follow is that the 
truth conditions of an utterance cannot be a function of only the logical struc­
ture of the utterance itself, and the meanings of the words and semantically rele­
vant features of the utterance itself It is still eminently plausible that the meaning 
of an utterance is a function of logical structure, the meanings of the words and 
semantically relevant features of the utterance, and other relevant information pro­
vided by the context of utterance. Such other information might include more 
global discourse properties such as topic and focus, as well as the previous utter-
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ancesof the discourse and their structure. Many of the projects and proposals of 
truth conditional pragmatics, including the project of Discourse Representation 
Theory, attempt to formally model and thereby explain how such extrasentential 
information contributes to the meaning of an utterance. 

NOTES 
This chapter benefited as a result of comments and criticism from Andrew Botterell, Jason 
Sranley, Robert Staimon, Michael Glanzberg, Mark Richard, Michael O'Rourke, and those who 
attended the session at the 2000 INPC where an earlier version was read. 

I. 	 Heim and Krat7~r 1998 and Larson and Segal 1995 are excellent texts introducing semantic 
theory within the traditional framework. 

2. 	 Kamp and Rcyle (1993), Recanati (1996), Bach (1994), Carston (1991), Sperber and Wilson 

(1986), and Travis (1885) are good examples of theorists developing dynamic semantics 

and/or truth conditional pragmatics. 


3. 	 I will here give a simple extensional semantics, but my remarks apply mutatis mutandis to 
intensional, Montague inspired, semantic theories as well. The simple theory fragment is 
inspired by the semantic theory developed in Heim and Kratzer 1998. 

4. 	 Similar remarks apply to sentences containing demonstratives such as 'this' and 'that', even 

though such demonstratives do not seem to have anything like a character. 


5. 	 I here ignore other obvious ways in which (3) is context sensitive: tense, the referents of 
:Anna' and 'Anna's party'. 

6. 	 The problem posed by quantifier domain restrictions was, I believe, first invoked by 

Strawson (1950) as an objection to Russell's quantificational analysis of definite 

descriptions. 


7. 	 The problem posed by comparative adjectives is discussed by Bach (1994). 
8. 	 Bach 1997 contains a cogent discussion of the problem attitude ascriptions pose for the 

traditional semantic framework. 
9. 	 Stain ton's work on nonsentential assertion builds upon Barton 1990. Moreover, an 

anonymous referee informed me that some of Barton's criticisms of elliptical analyses of 
nonsentential assertions are similar to my objection against Stanley's pragmatic ellipsis 
strategy. See Barton 1990, chapter 2. 

10. 	 These two substrategies do not exhaust the possible ways of rescuing Truth Conditional 

Compositionality. Another strategy would be to claim that, despite appearances, one ofthe 

phonetically realized elements ofa primafode-counterexample is actually cont~'Xt sensitive. 

Richard (1990) applies this strategy to prima fode counterexamples involving attitude 

ascriptions; Richard claims that, despite appearances, propositional attitude verbs are really 

context sensitive. And Heim and Kratzer (1998) suggest applying this strategy to prima 

focie counterexamples involving comparative adjectives. Heim and Krat7.er (1998, 71) 

suggest that the lexical rule for 'small' could be 


SV(smal!) Ax E De' 
x's size is below c, where c is the size standard made salient by the utterance context. 

The effect of this lexical entry is to make the semantic value of 'small' vary /Tom context 
to context. I do not consider these other substrategies here for they run afoul of the same 
sorts of difficulties as does the "hidden indexical" substrategy. 

II. 	 Actually, Stanley and Gendler Szabo's proposal is more complicated, and much less 

plausible, than this. For reasons that go beyond the scope of this paper, they suggest that 

the second member of the ordered pair consists of a combination of an indexicalf() that 

has as its semantic value, relative to a context, a function from individuals to sets (or 

properties), and an indexicall that has as its semantic value, relative to a context. an 

·individual. 'Ine set that is determined by applying the function ·provided by context" 

to the individual provided by context serves to further restrict the domain 

quantification. Not surprisingly, Stanley and Gendler Szabo are wholly silent as to how 

such functions might be provided by context. 


http:Krat7.er
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12. 	 Ludlow defends a more sophisticated analysis fOr cases in which the subject NP is headed 
by a noun whose semantic value would serve as an appropriate contrast class. For example, 
on Ludlow's analysis, 'That man is tall' is true iff that man is tall for a man. Generally, on 
Ludlow's analysis a sentence of the form 'That N is Ac', where N is a noun and Ac is a 
comparative adjective, is true iff that N is Ac for an N. (Please forgive the use/mention 
sloppiness here.) This analysis cannot be correct, however. as it clearly fails in many. ifnot 
most, contexts in which comparative adjectives are used. Suppose I am trying to break the 
ice on my pond, and I say "I need something hard to break the ice." John, picking up a 
large rock, replies, "This rock is hard." Clearly John has not said that this rock is hard for 
a rock. In fact, Ludlow's analysis seems to hold only in vety minimal contexts in which it 
is not all dear why one might be uttering a sentence of the form 'that N is Ac'. 

13. 	 I say "one way" because Crimmins (1992) does not commit himself to the existence o£a 
phonetically unrealized element at LF. In my view his analysis is wholly unmotivated ifhe 
does not make this commitment. If the purpose of the "unarticulated constituent" analysis 
is not to preserve (at lea.~t something like) the Truth Conditional Compositionality, then 
what is the purpose? Why posit "modes of presentation" ("nodons, "ideas," whatever) as 
semantic values at all? 

14· 	 The phonetically unrealized elements 112 and 113 are needed to explain opacity allegedly 
arising as a result of there being various modes ofpresentation (ideas or notions) ofbaking 
and the cookies, respectively. 

IS· 	 An anonymous referee suggested to me that the context sensitivity of (5) could be 
accounted for by a sort ofstruetural ambiguity. That is. one could maintain that some ("de 
re") utterances of (S) have an LF that more closely resembles 

(5') Jerty believes of Marie that she baked the coolcies 

while other ("de dicto") utterances of (5) have an LF that more closely resembles the 
phonetic form of (S)· Thus the context sensitivity of (5) is likened to the structural 
ambiguity of, e.g., 'Flying planes can be dangerous.' Moreover, this «structural ambiguity" 
proposal has little in common with either of the two substrategies considered in this paper, 
and consequently it will not fall to the objections presented against these substrategies. So. 
with regard to the problem posed by attitude ascriptions there is an alternative strategy of 
response available to the defender of traditional semantics. 

16. 	 This point was made by Howard Wettstein (1981) with regard to an elliptical analysis of 

"incomplete" definite descriptions, a case ofquantifier domain restriction. Definite 

descriptions sudl as 'the murderer' are incomplere, because there is. unfortunately, not a 


murderer in the universe. But Wettstein points OUt that concerning such 
incomplete definite del;ctlpti!ons 

there will be any number ways to fill our the description 
Russellia/l description (e.g., 'Harry Smith's murderer', 'the 
husband" 'the murderer of the junior senator from New Jersey in 1975 I ana III many cases 
there will be nothing about the circumstances of utterance or the intentions of the speaker 
which would indicate that any of these !complete] Russellian descriptions is the correct O/le.
(I981, 2S0-51) 

17· 	 This response was by an anonymous referee. 

18. 	 An anonymous referee suggested that evidence in suppOrt ofStanley's ptoposal is provided 
by the fact that after Ben's utterance of (6). Melia might felicitously utter 

(6a) 	 No. She's not. She's a world famous topologically challenged linguist. 

The suggestion is that the occurrences of 'she' in (6a) must be anaphoric on a previous 
phonetically unrealized occurrence of 'she'. In my view the alleged phenomenon of 
intersentential anaphora involving phonetically unrealized items is mysterious enough that 
little weight should be placed on such evidence. But if such evidence is to be considered, 
the fact that (6a) would be a felicitous utterance all by itself provides no evidence in 
support of Stanley's proposal. For note that all of the following would also be felicitous 
utterances: 
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(6b) No. he's /lot. He's a world &mous topologically cnauengeu 

(6c) No it's not. Its a world famous topologically challenged 

(6c) That woman is not a world &mous topologist! 

(6d) That person is /lot a world &mous topologist! 

(6e) No way. Just another mathematician 


Moreover. note that the following would be infelicitous foJ!owing Ben's utterance of 
though it seems that they would be felicitous if 'She is' were present. but phon,:tic:all} 
unrealized. in Ben's utterance: 

(6f) Actually, it's a "he," not a "she." 

(6g) Are you sure that's a "she"? 

(6h) Oh! I thought that was a man! 


19. 	 Stanley and Gendler Szabo (2000. II) define typical assertions as follows: "In typical 
assertions (i) there is a single speaker and a single hearer. (ii) the speaker vocali2CS a well­
formed, meaningful sentence. and by doing so (iii) the speaker intends to convey a certain 
proposition. " 

20. 	 Though Stanley and Gendler Szabo dearly endorse the two-step model of interpretation. 
they are quick to point out that in practice "interpretation may not be a linear progression 
from the sentence articulated [i.e" the phonological sentence] through the sentence 
uttered [i.e., the LF] to the proposition expressed to the proposition communicated" 
(2000. 17). That is. actual interpretation may involve a complex process ofgoing back and 
forth over the two steps. 

21. 	 Stanley and Gendler S7.<1bo (2000) distinguish between "the foundational problem of 
context dependence" and the "descriptive problem of context dependence." The 
descriptive problem of context dependence is solved by determining what role context 
plays in determining the truth conditions of utterances. Hence. solving the descriptive 
problem is a matter of teasing out the roles played by syntax, linguistic meaning, and 
context. The foundational problem. on the other hand. concerns how context manages to 
play the role so described. Hence another way of putting my objection to the pragmatic 
ellipsis substrategy is that it renders the foundational problem unsolvable. 

22. 	 Schiffer (1992) raises essentially this problem. which he calls the "meaning-intention 
problem." for a hidden indexical analysis of attitude ascriptions. 

23. 	 One might attempt to avoid these difficulties with the hidden indexical analysis by invoking 
some sort of $uperevalution procedure to determine the semantic value of j. One might 
suggest, for example, that the actual semantic value of j is the intetsection ofall the sets that 
are plausible candidates to serve as the relevant contrast class. Such superevaluation 

however, only relocate the problem. For such procedures presuppose a 
determinare class ofsets over which the superevaluation procedure is to be perlOrmed. The 
,problem now is that there are many equally plausible. yet incomparible. candidates to serve 
as this class, and no admissible evidence that would suppOrt one over the others. 

24. 	 This response. or somethinll: like it, has been offered bv both Mark Richard and Herman 
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CHAPTER 14 

Generalized Conversational 
Implicatures and Default 
Pragmatic Inferences 
Anne Bezuidenhout 
University of South Carolina 

INTRODUCTION 
GRICE DISTINGUISHED BETWEEN generalized and particularized conver­
sational implicatures. The latter are "cases in which an implicature is carried by 
saying that p on a particular occasion in virtue of special features of the con­
text". The former are cases in which the "use of a certain form of 
words ... would normally (in the absence of special circumstances) carry such­
and-such an implicature or type of implicature." (Grice 1989, 37). Grice himself 
did not develop this distinction to any great extent. He gave a few examples 
meant to illustrate the distinction he had in mind. He never indicated that he 
thought generalized conversational implicatures occupied a separate level, be­
tween the level occupied by conventionalized meaning on the one hand and the 
level occupied by the one-off speaker meanings that correspond to the particu­
larized variety of conversational implicatures on the other. However, some neo­
Griceans, especially Levinson (I987b, 1995, 2000), have recently been develop­
ing a theory of generalized conversational implicatures (Gels). Levinson 
proposes to treat Gels as (the output of?) "default pragmatic inferences which 
may be cancelled by specific assumptions, but otherwise go through." (Levinson 
I987a, 723). He has been developing a set of heuristics or default inference rules 
that he says are used to generate Gels. These default inferences yield interpre­
tations that represent a level of meaning that he calls utterance-type meaning, 
which is intermediate between sentence-type meaning and speaker meaning. 

In this chapter I argue against the idea of a set of default inference rules that 
are attached to certain classes of expressions. An account of utterance interpre­
tation that appeals to cognitive strategies that are independent of particular ut­


